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Route where you can, bridge
where you must

100 Gbps backbone
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Lessons Learned
(aka: doctor, it
hurts when | do

this)




Routing Table Increase

No SVI AutoState + 20% increase in L3 domains + 20% more VLANS =

fman fp image: AOM ack download to Data Plane is stuck for more than 1800 seconds for obj[14005] type[71] pending-ack Reg-none Issued-create 'PREFIX 10.15.81.0/24 (Table id 0)°

%F’MFP-B—GEJ;RCKiFRGIdiElPiSTUC.K: Switeh 1 FO/0:
host = hal=-x001-s0784 sour 1 rcetype = gisco:ios

$FED_L3_ERRMS: C_ERR: Switch 1 F fed: Failed to allocate hardware resource for fib entry due to hardware resource exhaustion - r

host = hal-x001-s0784 source ¥ ] sour = cisco:ios

Time Event

2/8/25 %FMFP-3-0BJ ACK FROM DF RESUME: Switch 1 FO0/0: fman fp image: AOM ack of cbjects te Data Plane is back to normal

10:52:56.000 aM host = hal-x001-=s0784 source = scids sourcetype = Cisco:ios

Monitor the usage

IDF TCAM Used

2025-02-1104:15:00

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public

7



Events Are Hungry

@ Last24 hours CET v @ ) Refresh 10s v

UCS_X Power DC1UCS-X Series Chassis

__428W - 444 W __428W P 504 W __428W __423W

UCS-X PSU1 UCS-X PSU2 UCS-X PSU3 UCS-X PSU4 UCS-X PSUS UCS-X PSU6

DC2 UCS-X Series Chassis

DC2 UCS-X Series Chassis

423 W __ 419w - 436 W 427 W B 504 W - 427 W

UCS-X PSU1 UCS-X PSU2 UCS-X PSU3 UCS-X PSU4 UCS-X PSU5 UCS-X PSUB

DC PDU Power (0.0102741 watts per hamster)
dcl-pdul

i

dcl-pdu2

nmiinmn

dc2-pdul

1]

dc2-pdu2

innnmnm
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NOC Al - Powered By UCS X Direct and Nvidia L40S GPUs

otal GPU Utilization Total GPU Power Usage

GPU Utilization GPU Utiiization Over Time

Name
= gc1-pliama-node-s
= de1-ollama-node-8

= gcz-oRaMa-nodE-5

A 0% 0% e

del-pllama-node-5
dcl-ollama-node-5 GPU 0 dcl-ollama-node-6 GPU 0 dc2-ollama-node-5 GPU 0 dc2-ollama-node-6 GPU 0 2 = del-olama-node-§
= cz-esma-de-5

ac2-cRsma-node-6

1) o, (1) o,
0% 0% 0% 0%
del-cllama-node-5 GPU 1 dcl-ollama-node-6 GPU 1 dc2-ollama-node-5 GPU 1 dec2-ollama-node-6 GPU 1

PU Power Usage
Jara Osterfeld 10:23

Name
— det-allama-node-5 GPU 0 Live tell me about 10.1 in a form of a poem please
— ccl-allama-node-6 GRU 0

= 0c2-llama-nge-5 GPU 0 Live NOC Bot 10:23

= 0c2-allama-node-6 GPU 0

Hey, Jara! Let ChatNOC work on that for you..
Ge-alama-nose-3 GRU 1

— OCH-alaMma-NDTE-6 GPU 1 Hello josterfe

= acz-ollams-noge-5 GPU 1 . ,
I've gathered some information about the IP address 10.100.240.47 in a poetic form for you:
c2-allama-node-5 GFU 1
The IP address 10.100.240.47 so fine,
Is leased to a MacBookPro, a device divine.
Its MAC address is 5e:04:b8:4b:bc:lb,
Connected to the IDF-240-NOC-MANAGEMENT scope with glee.

It's associated with the SSID CL-OPS,

on the access point CONLO-IM-PI1416, no need to mope.
The client details show a user jclarke,

With an IP address and MAC address that perfectly embark.

The device is running macOs 15.3,

A wireless connection with a health score of 10, you see.
It's located in CLEUR 2025/Congress/Congress-L0,

A place where connections are made, don't you know!

So there you have it, josterfe,
Information about the IP address, all in a poetic retrieve [l
From **CPNR** and **Netbox*¥,

] D And **ISE** and **Cat Center**, all data to perceive.

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public




IPv6 Mostly
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10.127.0.233
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2x ASR 1002-HX for NAT44 and Native IPv6 Each unit BGP peered to Venue
2x ASR 1002-HX for NAT64 only 1x 10Gb/s connectivity to Venue
/26 of V4 public per NAT pool 2x 40Gb/s to core
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NAT64 Design

Aspiring for 100% IPv6 inside the network

Legacy

Internet

NAT64 Translator
ASR-1002HX

DN
CLAT & DHCP

UmbreI.Ia virtual Option 108
appliances

IPv4 Traffic
83.97.13.0/24

IPv6 Traffic
64:FF9B::/96
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Option 108 — IPv6 Mostly

| don’t often do IPv6 Mostly, but when | do, | do it by default

* Clients supporting CLAT support
Option 108. These devices get a pure
IPv6 only operation in the network.
 We used 900 (seconds) as the

value for 108

e C(Clients that don’t understand 108
don’t request it, get dual stack.

e We still catch some traffic with
synthetic IPv6 AAAA records via NAT64
fOF those Older C|ientS @ Supports 108 @ Does not support 108

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 13



NAT64 More Popular than Expected

Segmenting your IPv4 space between NAT44 and NAT64 is tricky

e Didn’t really know how popular NAT64 would
be over NAT44 edge.

e Ultimately, not enough addresses in NAT64
pool and too many in NAT44

 Changed translation expiry timers to resolve,
added more IP’s out of hours.

e Additionally, Cisco Secure Client split tunnel
VPNs didn’t like CLAT

Listv # Format

Time

2/11/25
2:23:22.000 PM

2/11/25
2:22:23.000 PM

2/11/25
2:20:22.000 PM

2/1 5
2:19:22.000 PM

2/11/25
2:18:22.000 PM

2/11/25
2:17:21.000 PM

2/11/25
2:16:22.000 PM

2/11/25
2:15:22.000 PM

2/11/25
2:14:22.000 PM

2/11/25
2:13:22.000 PM

50 Per Pagev

Event

$NAT64-6-ADDR_ALLOC_FAILURE:

hos

- corel-nat64

source =

$NATE4-6-ADDR_ALLOC_FATLU!

host

corel-naté4

$NAT64-6~ADDR_ALLOC_FAILU!

host =

corel-nat64

source =

$NAT64-6-ADDR_ALLOC_FAILU!

host

corel-nat64

$NAT64-6-ADDR_ALLOC

host =

corel-nat64

AT64-6-ADDR_ALLOC.

host

$NAT64-6-ADDR_ALLOC |

host =

corel-nat64

corel-naté64

$NAT64-6-ADDR_ALLOC,

host

corel-nat64

$NAT64-6-ADDR_ALLOC,

host

corel-naté4

$NAT64-6-ADDR_ALLOC,

host

corel-nat64

source

Address all n failed; pool 1 may be exhaustedQFP:0.1 Thread:013 TS:00001045967706653903
scds | sou e = ciscoiios

Address allocation failed; pool 1 may be exhaustedQFP:0.0 Thread:041 TS:00001045907705145316
scds ce cisco:ios

Address allocation failed; pool 1 may be exhaustedQFP:0.1 Thread:062 TS:00001045787702266807
sourcetype = |cisco:ios

ocation failed; pool 1 may be exhaustedQFP:0.0 Thread:247 TS:00001045727701264995

cisco:ios
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Our Monitoring Stack

. LibreNMS . Syslog-NG

. Splunk - Net-SNMP

.- Prometheus . Big Buck Bunny

. Grafana . Cisco Catalyst Center

. Telegraf . Stealthwatch

- InfluxDB .- Samplicator (for NetFlow
replication)

. Custom Rust and Python
- Deadman
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NOC Room
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CiscolLive! 8 6 51

Total Wi-Fi Clients

15000

eduroam

10000

5000

0

openroamine 44 7 7 0

12:38:00 12:38:10 12:38:20  12:38:30  12:38:40 12:38:50

== Keynote == Main

Clients / Band

27

2.4GHz

12:39:00 12:39:10 12:39:20 12:39:30  12:39:40

14002

5GHz

12:40:10 12:40:20 12:40:30  12:40:40 12:40:50 12:41:00 12:41:10

Client States
auth I
mobility I
ipLearn I
webAuth ‘
run

delete ‘

6GHz randomMac

CL-OPS

12:41:20 12:41:30

< (D 2025-02-1112:38:00 to 2025-02-1112:42:00 v > Q@ &

CiscolLive-Legacy 1 0 4 O

At peak, only 7%

joined legacy

Refresh 1m ~

Total Wi-Fi Clients

15121

12:41:40 12:41:50 12:42:

108
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DNS Volume

Deployment Health

Active Networks Active Roaming Clients Active Virtual Appliances
100% ) 1 /1 Active %% 0/ 0 Active 100%) 4 4 Active
Network Breakdown () see All Security Events
ALL DNS WEB
Total Requests Total Blocks Security Blocks
926.2M Total a 1775% vs. last 7 days 102.6K Total a 11.7K% vs. last 7 days 47.5K Total a 36K% vs. last 7 days
400M 40K, 20K
0 \ 0 0
Feb® Feb® Febi0 Feb11 Feb12 Feb13 Fe.. Feb& Feb9 Feb10 Feb1l Febl12 Febi3 Fe.. Feb& Feb9 Febi0 Feb1i Feb12 Feb i3 Fe..
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The New Year of IPv6

Total IPv4 Volume

Total IPvd Valume

35.011s 42.64 18

Total IPvE Volume
45.18 18

Parcent of Total Internet Traffic That Is PG

91.5%




The New Year of IPv6

14.2% [ 61.62 TE

2024
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Clients That Give Back

Clients that support IPv6 Mostly will request DHCPv4 option 108.
If available, those clients will prefer v6 and do CLAT in order
to reach v4-only sites. They will also not lease an IPv4 address.

Number of Clients That Suppart IPvE Mostly @ Nurmber of Clients That DO NOT Support IPvE Mostly @

21763 30

dhcp_client.count
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Main SSID v6 Mostly Support

Clients that support IPv6 Mostly will request DHCPv4
option 108.

If available, those clients will prefer vé and do CLAT in
order

Number of Clients That Support IPvé Mostly @ Number of Clients That DO NOT Support IPvé Mostly @

20401 24005
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Total Traffic To The Internet...

90.26 18

20,000 attendees over five days
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